
Plan	for	the	Next	Version	of	
OpenSSP

More,	Larger,	and	Better



Motivation	– Why	are	we	doing	this?

• Single-scattering	property	is	the	most	fundamental	quantity	for	particulate	
retrievals.
• Wrong	assumptions	leads	to	large	uncertainties.

• Single-scattering	properties	strongly	depend	on	particle	morphology.
• Using	particles	with	realistic	shapes	reduces	uncertainty.

• A	radar	or	radiometer	measurement	”sees”	a	large	volume.
• Scattering	properties	(and	particle	shapes)	of	individual	particles	only	matter	to	a	certain	
degree.

• It	is	the	collective	behavior	(i.e.	PSD	integrated)	of	all	the	particles	in	the	volume	that	matters	
to	retrievals.

• But,	without	the	“correct”	individuals,	it	is	impossible	to	have	the	correct	ensemble	
responses.	(If	there	is,	it	is	only	by	coincidence.)

• The	purpose	of	all	our	painstaking	effort	in	this	endeavor	is	to	establish	a	solid	
foundation	in	order	to	find	what	really	matters	for	ensemble	responses	and	to	
identify	characterizing	parameters,	such	as	Dm,	μ,	Λ,	etc in	liquid	hydrometeor	
retrievals.
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Outline

Part	I
• Brief	description	of	OpenSSP DB
• Web	interface	to	current	OpenSSP DB
Part	II
• Short-term	plan	for	OpenSSP DB
• Beyond	short-term	plans
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OpenSSP DB
• Brief	description
• Web	interface
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OpenSSP DB
– Open	Single-Scattering	Properties	database

Currently	for	solid	hydrometeors	only.

• 20	pristine	types
• Growths	simulated	using	the	Snowfake approach	of	Gravner and	Griffeath
(2009)

• Avoided	using	“habit”	because	”habit”	may	change	during	growth.

• 9	aggregate	families
• An	aggregate	currently	is	made	of	components	of	the	same	pristine	type
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Web	Interface
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URLs
• https://storm.pps.eosdis.nasa.gov/storm/OpenSSP.jsp
• http://tinyurl.com/OpenSSP



Easy	Email	Address	Registration
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Pristine	Tab
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Aggregate	Tab
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Selecting	an	Aggregate	Family
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Selecting	Sizes	and	Frequencies
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Tab-Separated	Values	(TSV)	Text	Output
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Descriptions	of	
the	column	

values	are	at	the	
bottom	of	the	
text	output.



Open	with	Excel
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Modeled	PSD	Tab	
– Currently	only	normalized	exponential	PSD	
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Select	Units	and	Enter	Values
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PSD	Plot	and	Export	Data
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TSV	Text	Output
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Short-term	Plan
1. Web	interface	functionalities
2. Additional	data
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Web	Interface	Functionalities

• Finish	normalized	(Testud et	al	2001)	Gamma distribution	for	the	
Modeled	PSD tab.

• Implement
• PSD	constrained	by	mass-dimension	relation
• Observed	PSD tab.
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Additional	Data

• DDSCAT	Input
• ”ddscat.dat”	input	files
• “shape.dat”	input	files

• Particle	files
• The	binary	particle	volume	representation	in	three-dimensional	arrays.
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Beyond	Short-term	Plans
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Plans	in	~	Chronological	Order

• Single-scattering	Working	Group	(IPWGIWSSM?)
• Standardizing	existing	single-scattering	databases

• Larger	pristine	particles
• CMB	algorithm	team	wants	larger,	fluffier	particles

• More	varieties	of	pristine	and	aggregate	particles
• Poly-crystal	Snowfake
• More	aggregate	families	(with	mixed	pristine	component	types?)
• Rimed	particles

• Make	more	efficient	DDSCAT	runs
• Adaptive	inter-dipole	separation
• Higher	degree	quadrature
• Orientations	(full	scattering	phase	matrix)

• Characteristic	Basis	Function	Method	(CBMF)	for	scattering	calculations
• Melting	particles

• Smoothed	Particle	Hydrodynamic	simulations
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Poly-crystal	Snowfake
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Compromise	in	Current	Version

• Pristine	particles	generated	by	Snowfake (previous	version	without	
parallel	I/O)	are	not	large	enough.
• Lattice	spacing	~1	micron.

• DDSCAT	criterion	demands	~50	micron	inter-dipole	separation	at	200	
GHz.
• Scaling	lattice	spacing	by	50x	to	~50	micron	results	in	particles	that	
are	too	big.
• Average	and	round	off	33 lattice	cells	and	then	scale	it	to	50	micron.
• 50	micron	inter-dipole	separation	is	an	overkill	for	the	lower	
frequencies.
• DDSCAT	computational	expense	is	proportional	to	the	volume	
(lenght3)	containing	the	dipoles	(i.e.	the	particle).
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Adaptive	Inter-dipole	Separation

10/25/16 PMM	Science	Team	Meeting,	Houston,	TX 27



Smoothed	Particle	Hydrodynamics	Simulation
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Thank	you!
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